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Legal scholarship tends to conflate privacy and security. However, security and privacy can, and should, be treated as distinct concerns. Privacy discourse involves difficult normative decisions about competing claims to legitimate access to, use of, and alteration of information. It is about selecting among different philosophies and choosing how various rights and entitlements ought to be ordered. Security implements those choices—it mediates between information and privacy selections. This Article argues that separating privacy from security has important practical consequences. Security failings should be penalized more readily and more heavily than privacy ones, both because there are no competing moral claims to resolve and because security flaws make all parties worse off. Currently, security flaws are penalized too rarely, and privacy ones too readily. The Article closes with a set of policy questions highlighted by the privacy-versus-security distinction that deserve further research.

I. PRIVACY VERSUS SECURITY

Acxiom is one of the world’s foremost data mining companies. The company’s databases contain information on over half a billion consumers, with an average of 1,500 transactions or data points per consumer.1 It processes one billion such records each day.2 Each consumer receives a unique numeric identifier, allowing Acxiom to track and classify them by location, credit card usage history, and even interests.3 Acxiom earns over a billion dollars annually by selling this data to companies that want to
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3 Id. at 144.
market their wares more effectively.\(^4\) If Big Data has an epicenter, it is likely located in Conway, Arkansas, where Acxiom’s server farm can be found.\(^5\)

Even giants make mistakes. In February 2003, Acxiom provided a defense contractor with the Social Security numbers of passengers who flew on JetBlue flights.\(^6\) The contractor used one of those Social Security numbers in a PowerPoint presentation, and that passenger’s information quickly became public.\(^7\) The disclosure led to intense criticism of the company and to a complaint to the Federal Trade Commission.\(^8\)

And, in 2002 and 2003, hackers penetrated Acxiom’s computers, accessing records on millions of American consumers. Acxiom failed to detect the breaches; rather, the attacks were noticed first by local law enforcement and then by the Federal Bureau of Investigation (FBI).\(^9\) Indeed, in the 2003 case, Acxiom had no idea its systems had been compromised until a Cincinnati sheriff turned up compact discs filled with the company’s records while searching the home of a systems administrator for a marketing firm.\(^10\) It was only while the FBI was investigating the case that agents stumbled upon a second group of hackers who had broken into Acxiom’s server three times the prior year.\(^11\) The Cincinnati systems administrator captured the sensitive data while it was being transferred via File Transfer Protocol (FTP), without encryption, from a server outside Acxiom’s firewall—the equivalent, in security terms, of writing it on a postcard sent through regular mail.\(^12\)

Thus, Acxiom exposed sensitive consumer data three times—once through a deliberate choice and twice through incompetence. Privacy advocates were outraged in each instance. This Article argues, though, that these cases—the disclosure, and the hacks—should be treated differently. The disclosure is a privacy problem, and the hacks are a security problem. While legal scholars tend to conflate privacy and security, they are distinct
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concerns. Privacy establishes a normative framework for deciding who should legitimately have the capability to access and alter information. Security implements those choices. A counterintuitive consequence of this distinction is that law should punish security failures more readily and harshly than privacy ones. Incompetence is worse than malice.

Security, in contrast to privacy, is the set of technological mechanisms (including, at times, physical ones) that mediates requests for access or control. If someone wants access to your online banking site, he needs your username, password, and personal identification number (your credentials). The security of your online banking is determined by the software on the bank’s server and by who knows your credentials. If someone wants access to your paper health records, they need physical access to your physician’s file room. The security of your health records is determined by the physical configuration of the office and by who holds a copy of the key to it. As a privacy matter, you might want only your doctor and her medical staff to have access to your records. As a security matter, the office’s cleaning staff might have a key that lets them into the file room.

The differences between privacy and security matter. Security defines which privacy choices can be implemented. For example, if your entire electronic medical record is secured by a single mechanism (such as a password), it is not possible to enforce selective access, so that your dermatologist can see information about your sunscreen use but not about your antidepressant use. And privacy dictates how security’s options should be implemented, the circumstances under which they are appropriate, and the directions in which they ought to develop.

Distinguishing between privacy and security is unusual in legal scholarship. Most academics and advocates treat the two concerns as interchangeable or as inextricably intertwined. Jon Mills, for example, treats encryption and authentication—classic security technologies—as methods of protecting privacy. For Mills, any “disclosure without consent...
gives rise to privacy concerns." Similarly, Viktor Mayer-Schönberger takes up the possibilities of digital rights management (DRM) technology as a privacy solution. Mayer-Schönberger contemplates using the locks and keys of DRM as a mechanism to implement restrictions on who can access personal information. Yet the difficulties he rightly recognizes in his proposal, such as comprehensiveness, resistance to circumvention, and granularity, are those of security, not privacy. DRM is not privacy at all: it is security. Placing it in the wrong category causes nearly insurmountable conceptual difficulties. In assessing privacy protections on social networking services, such as Facebook and Orkut, Ruben Rodrigues focuses on privacy controls (which enable users to limit access to information), and distinguishes data security mechanisms (which protect users from inadvertent breaches or deliberate hacks). Yet both, in fact, are aspects of security, not privacy. Here, too, the wrong classification creates problems. Rodrigues grapples with problems of access by third-party programs, which could be malware or a competitor’s migration tool; user practices of sharing login information; and authentication standards. Each issue is made clearer when realigned as a security matter.

While some privacy scholarship has recognized the privacy–security distinction rather murkily, it has not yet been explored rigorously or systematically. For example, Charles Sykes treats cryptography as conferring privacy, but then later quotes cypherpunk Eric Hughes, who writes, “Privacy in an open society requires cryptography. If I say something, I want it heard only by those for whom I intend it.” This correctly recognizes that privacy and security (as implemented through cryptography) are different, though complementary.
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Ronald Lee, and Paul Schwartz seem implicitly to understand the distinction, though they do not leverage it, in their analysis of privacy-enhancing technologies. Thus, in assessing why users have not embraced anonymization tools, they concentrate principally on security risks, such as the possibility of attacks against these tools or of drawing attention from government surveillance. Peter Swire and Lauren Steinfeld formally treat security and privacy separately, but conflate the roles of the two concepts. For example, Swire and Steinfeld discuss the Health Insurance Portability and Accountability Act’s (HIPAA) Privacy Rule but lump in security considerations. And Paul Schwartz and Ted Janger see analogous functioning by information privacy norms, which “insulate personal data from different kinds of observation by different parties.” That is exactly what security does, but unlike norms, security restrictions have real bite. Norms can be violated; security must be hacked. Rudeness is far easier to accomplish than decryption.

The one privacy scholar who comes closest to recognizing the distinction between security and privacy is Daniel Solove. In his article on identity theft, Solove analyzes the interaction (along the lines of work by Joel Reidenberg and Larry Lessig exploring how code can operate as law) between architecture and privacy. Solove’s view of architecture is a holistic one, incorporating analysis of physical architecture, code, communications media, information flow, and law. Solove assesses the way architecture shapes privacy. This is similar to, but distinct from, this Article’s argument, which is that security implements privacy. Moreover, the security concept is less holistic: it assesses precautions against a determined attacker, one unlikely to be swayed by social norms or even the
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threat of ex post punishment.  

Finally, Helen Nissenbaum’s recent work is instructive about the differences between these two concepts, although it is not a distinction she draws directly. She argues that standard theories of privacy devolve, both descriptively and normatively, into focusing upon either constraints upon access to, or forms of control over, personal information. This encapsulation points out the problems inherent in failing to recognize how privacy differs from security. An individual may put forth a set of claims about who should be able to access her personal information or what level of control she should have over it. Those claims describe a desired end state—the world as she wants it to be regarding privacy. However, those claims are unrelated to who can access her personal information or what level of control she has over it at present. More important, those normative claims are unrelated to overall access and control, not only now, but into the future, and perhaps in the past. A given state of privacy may be desirable even if it is not achievable.

This Article next explores how privacy involves making normative choices.

II. PRIVACY

At base, privacy issues are arguments about values. Privacy debates are some of the most contentious in information law. Scholars and courts disagree about virtually everything: the theoretical bases and contours of privacy rights; the relative merits of free-expression rights versus privacy; the risks posed by de-identified data; the virtues of a “right to
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be forgotten”, and the benefits of ad-supported media versus Internet users’ interests in not being tracked online. What makes these debates so important, and heated, is that they embody a clash between values and policies that have legitimate claims for our attention.

The answers to those arguments can rarely be resolved empirically; rather, they depend upon one’s prior normative commitments. Privacy, as scholars such as Daniel Solove, Danielle Citron, Anita Allen, and Helen Nissenbaum remind us, is no longer about a binary division between data revealed and data concealed. It is about competing claims to information. Put crudely, privacy theory supplies an account of who should be permitted to access, use, and alter data, and why those particular actors should be viewed as having legitimate entitlements thereto.

Privacy is about power. It is about how law allocates power over information. Consider one’s banking habits. Federal banking regulations (implemented pursuant to the Gramm–Leach–Bliley Act) require that firms safeguard consumers’ data and that they provide those consumers with annual descriptions of their privacy practices related to that data. The mandates are geared almost entirely to notification, however. Consumers have no legal entitlement to their data; their only right is to opt out of having it shared with non-affiliated third parties. (Even this entitlement has exceptions, such as for joint marketing programs.) Customers have no
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capability to prevent data sharing with third parties affiliated with their banks. Their sole recourse—which is rarely, if ever, exercised for privacy reasons—is to switch financial providers.

Firms record and trade in consumers’ financial data. That means it holds value. And the law confers that value upon the provider rather than upon the consumer. This has two effects. Most immediately, it makes the financial firm relatively richer and the individual consumer relatively poorer. Second, and more subtly, it impedes development of a consumer-side market for financial data.\(^49\) A recurring puzzle of privacy law is why markets for consumers’ information, where the consumer accepts bids for her data, have failed to develop.\(^50\) Here, the puzzle likely arises from information asymmetry: the consumer does not know what data the bank holds about her, what it is worth to the bank, or what it is worth to her.\(^51\) Comparing the privacy policies of various providers imposes some cost; moreover, such policies tend to be vague (because the law permits them to be)\(^52\) and largely invariant (because there is little competitive advantage to offering heterogeneous terms and because banks rationally set their defaults to maximize their information returns).\(^53\)

Regardless of how well financial privacy regulation actually functions, it inarguably implements a set of normative choices. This allocation of value might be optimal. It could represent either an efficient set of defaults or an efficient societal outcome.\(^54\) Providing consumers greater control over their information might impose unacceptable costs, or perhaps financial data simply does not seem sensitive enough to require greater protections. This regulatory architecture could result from public choice considerations: financial firms hold a concentrated pecuniary interest in the
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data, while consumers’ interests are diffuse. Financial firms have experience lobbying regulators; consumers do not. Default entitlement settings along with disclosure, alienability, and liability rules all operate to confer the value of consumer financial data to banks rather than customers.

Privacy allocations occur outside the commercial context as well. Records of gun ownership often have stringent privacy safeguards: in many states, they are not accessible to the public, and even government actors face limits—the Bureau of Alcohol, Tobacco, Firearms and Explosives is the only federal agency empowered to trace firearms in criminal investigations. These rules may be sensible on a number of grounds: they could safeguard important constitutional values inherent in the Second Amendment, protect gun owners from being targeted for theft, or ensure that government does not treat citizens who own guns differently from those who do not. But, counternarratives are possible. Privacy in gun ownership records prevents an estranged spouse from learning that her husband has purchased a gun. It keeps parents from knowing which of their children’s friends live in households where a firearm is present and, therefore, from deciding whether to let them visit those friends. Information about firearm ownership is power, as concealed carry laws make plain. The privacy rules regarding that ownership allocate power to the gun owner and away from those who interact with her. That choice may be appropriate or not, but it is definitely a choice.

Privacy, as these two examples demonstrate, is about clashing interests and values, and about the difficult task of choosing among them. Shifts in privacy rules nearly always burden some stakeholders while benefiting others. Rule configurations are justified by recourse to value frameworks: efficiency, distributive justice, or religious prohibitions. And these configurations describe how privacy ought to function. Security, by contrast, describes how privacy does function.

III. SECURITY

Security implements privacy’s choices. Security determines who actually can access, use, and alter data. When security settings permit an actor without a legitimate claim to data to engage in one of these activities, we do not view that fact as altering the normative calculus. The actor’s moral claim does not change. The access or use is simply error. Security, therefore, is the interface layer between information and privacy. It mediates privacy rights, putting them into effect. Security is the bridge between data and those who consume it. Security’s debates are more cold-blooded and technical—they are about relative informational advantages, the ability to bear costs, and the magnitude and probability of harm. Like precautions against civil harms (the domain of tort law), security measures exist along a continuum. Perfection is generally unattainable or unaffordable. Where there are normative choices—such as who should bear residual risk—they tend to be more deeply buried, or subsumed in utilitarian methodologies.

Formally, then, security is agnostic about how privacy rules dictate selection of who may interact with data. The capability to access or alter
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data can be granted to all users or none, it can be added or revoked, and it can even be bifurcated. A particular technology may provide for more or less robust, granular, or transparent choices for security. That limits how effectively security can implement privacy. It does not, however, challenge the legitimacy of privacy choices in selecting the desired end state.

Informally, though, there are two interactions between security and privacy. The first parallels how Lawrence Lessig’s New Chicago School anticipates interplay between law and code. Different security architectures make privacy regimes more or less tenable, thereby influencing their development and adoption. Multiuser operating systems such as Unix offered greater granularity of control, and hence more finely tuned privacy in their data, than operating systems such as the early variants of Windows, which did not segregate information, even if they formally allowed users to log on with different credentials. Moreover, systems where data has a temporally defined existence, such as with Vanish’s self-destructing documents, make it possible to envision privacy models where data transfers are of limited duration rather than complete transfers. Similarly, privacy theories will generate development of technologies that make their implementation possible. Worries about data aggregation in a time of near-costless storage and indexing helped drive firms offering Web browsers to implement anonymous surfing options, such as Google Chrome’s incognito mode.

The second interaction occurs with the selection of the security precautions to be taken. For example, regulation of medical records may require that only those treating a patient or covering her care via insurance have the capability to access her protected health information. However, a hospital may put in place a security mechanism that fails to enforce this mandate—or, at least, fails to do so rigorously. The hospital may do so innocently or deliberately. It may have incompetent information technology staff, or it may be shirking the cost of putting a more capable
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system in place. Yet even when the hospital is knowingly shortchanging privacy safeguards, this is a problem of implementation, not of guiding values. The hospital does not object to the level of privacy protection for health information. It simply does not want to bear the cost of providing it.\footnote{See generally Peter Kilbridge, The Cost of HIPAA Compliance, 348 NEW ENG. J. MED. 1423 (2003) (quantifying the costs of HIPAA compliance for hospitals).} Presumably, if its security costs were completely covered (say, if a per-patient assessment for the new system were levied), the hospital would be entirely willing, or at least indifferent towards, implementing more robust security.

The question of security costs is one about system design: burdened parties will be tempted to shirk costly responsibilities. To counteract the lure of evading these burdens, the system must supply resources to the burdened party, monitor its behavior, threaten it with ex post sanctions, or impose some other constraint.\footnote{On monitoring, see 15 U.S.C. § 80b-4 (2006 & Supp. 2012) (implementing § 404 of the Dodd–Frank Wall Street Reform and Consumer Protection Act, Pub. L. No. 111-203, 124 Stat. 1376, 1571 (2010)); on sanctions, see 45 C.F.R. § 160.402 (2012) (imposing civil penalties for violations of HIPAA); on subsidies, see Amitai Aviram, Network Responses to Network Threats: The Evolution into Private Cybersecurity Associations, in THE LAW AND ECONOMICS OF CYBERSECURITY 143, 149 (Mark F. Grady & Francesco Parisi eds., 2006) (“Public subsidies of private network security efforts may be appropriate in some cases because of the significant positive externalities network security confers on people who are not network members . . . ”).} These problems are challenging, but they are standard questions of regulatory theory.

The harder question regarding cost is that it may point out a disjunction between normative choices in the abstract and burdens in reality. While privacy policy is not made in a vacuum, it is also difficult to treat it as part of a comprehensive menu of choices. Funds spent on protecting consumer financial information cannot be spent on additional customer service personnel, or on improving banks’ website usability for disabled users. And enforcement efforts to ensure banks are meeting their privacy obligations cannot be employed to monitor their workplace safety or compliance with antidiscrimination rules in employment. Thus, structural features of policymaking, along perhaps with cognitive biases in decisionmaking, may lead to privacy choices that we like in theory but are unwilling to pay for in practice.\footnote{THALER & SUNSTEIN, supra note 54, at 31–33 (discussing optimism bias).}

Privacy determines who ought to be able to access, use, and alter information. It justifies these choices with reference to larger values—values that compete for priority and attention. Security implements that set of choices. While entities may contest who should cover the costs of security, that fight is separate from the negotiations over how access and
alteration rights ought to be allocated; rather, it is simply over who pays for making those decisions a reality.

IV. KEEP 'EM SEPARATED

Paying attention to the distinction between privacy and security has important consequences. At a theoretical level, it concentrates attention on issues where normative models differ versus instances that demonstrate failures of implementation. To borrow an example from computer science researcher Christopher Soghoian, whether the California company Biofilm should ask for, and then retain, customers’ e-mail addresses as the price of a sample of the personal lubricant Astroglide is a privacy question. It was a security problem when Biofilm accidentally made those addresses available on its Web server. When customers submitted their information to Biofilm, both parties wanted to keep that data between them. Customers gained no benefit from the inadvertent disclosure. And Biofilm’s goals did not change—it did not release the information in pursuit of greater revenue or more targeted marketing. It was simply a mistake.

From a utilitarian perspective, privacy issues are a zero-sum game. If firms can track users’ activities on their own websites (and perhaps other ones) and retain that data, they gain relative to a “do-not-track” regime where they cannot do so. Users’ gains are inversely correlated: they benefit more from a regime where they can elect to reveal information to websites versus one where they cannot. Security issues, by contrast, result in an outcome that is worse for both sides. After the breach above, Biofilm is worse off, and its consumers are worse off. That difference
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between security and privacy has important ramifications for regulation.

At a practical level, this approach suggests that when disputes involve security flaws, rather than privacy debates, courts should permit liability at a much lower threshold of harm and fault or blameworthiness. Security might be conceptualized as akin to a contractual bargain between those who supply data and those who hold it. And contract, unlike tort, is a doctrine of strict liability. Courts do not care whether a breaching party is blameworthy, or whether the harm resulting from a breach is weighty or small. Merely showing breach is sufficient.

Alternatively, one might envision security within tort law's framework. Firms could be held to owe a duty to the subjects of the information they possess, or even to society generally, to securely store and handle data. Security failures could be evaluated under strict liability (firms bear the entire cost of the harm their insecurity creates), under a negligence standard (firms only bear costs when they have failed to meet some criterion for security), or both (such as strict liability for data leaks and negligence for hacking). Tort law may be preferable since it offers the possibility of compensating those harmed by security failures, even if only nominally, and of imposing greater deterrence ex ante through the threat of punitive damages.

Finally, one might approach security from the perspective of criminal law, by conditioning liability upon a blameworthy mental state. As with scienter in tort, the level of mens rea could be reduced, such as to exclude altogether that utility from the calculus. A principled reason for this approach is that it forces would-be attackers to enter the privacy market: they should bargain with Biofilm rather than trying to pry data from its servers. A more problematic reason is to deprecate certain types of utility for moral reasons; however, this requires importing an external normative framework into the putatively neutral utilitarian calculus.

The analogy only runs so far. Society should not countenance blanket waivers of security by entities that hold data, particularly given that self-help—in the form of reading terms of service and selecting among competing firms—is infeasible at best. See, e.g., McDonald & Cranor, supra note 50, at 565–68.
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negligence, or even eliminated, as with strict liability.\footnote{See generally Darryl K. Brown, *Criminal Law Reform and the Persistence of Strict Liability*, 62 Duke L.J. 285 (2012) (describing rationales for states’ implementation of strict-liability crimes).} And as with strict liability crimes generally, security failures might be punished without the traditional requirement of blameworthiness because these violations are seen as less morally culpable.\footnote{See Staples v. United States, 511 U.S. 600, 616–18 (1994); Darryl K. Brown, *Criminal Law’s Unfortunate Triumph over Administrative Law*, 7 J.L. Econ. & Pol’y 657, 671 (2011).} Security breaches will less typically involve situations where the defendant benefits directly. Society is more likely to condemn actions where a defendant gains from his crimes than where his benefit may be minimal (the cost of some precautions not taken) or even negative (such as market harm from breaches).\footnote{See, e.g., Meghn J. Ryan, *Proximate Retribution*, 48 Hous. L. Rev. 1049 (2012).}

Thus, security failures generally leave everyone involved (except for the attacker) worse off. Privacy failures, by contrast, typically involve a transfer of utility between parties: if Biofilm sold the e-mail addresses rather than losing them, it would be enriched, and the Astroglide samplers would be worse off. Thus, privacy disputes involve courts or regulators deciding whether such transfers should be sanctioned. Security problems destroy utility. Society should have less hesitation about imposing liability for actions (or inactions) that only reduce utility.

This framework also suggests that current approaches to security problems are misguided, and even harmful. Even insecure data controllers rarely face significant liability to the subjects of the information.\footnote{See Bambauer, *supra* note 67, at 58.} Courts typically dispose of tort-based claims by the subjects on one or both of two grounds: duty and causation.\footnote{See Sasha Romanosky & Alessandro Acquisti, *Privacy Costs and Personal Data Protection: Economic and Legal Perspectives*, 24 Berkeley Tech. L.J. 1061, 1078–81 (2009).} They hold that the data controller bears no duty towards the data subjects, and hence there is a lack of a prima facie cause of action.\footnote{See, e.g., Katz v. Pershing, LLC, 672 F.3d 64 (1st Cir. 2012).} (Courts are often dishonest in their analyses: lack of duty is a legal conclusion, not a factual state that compels a legal conclusion.) Second, courts typically find either that the data subjects have not suffered any harm or that harm is not attributable to the breach.\footnote{See, e.g., Reilly v. Ceridian Corp., 664 F.3d 38, 41–44 (3d Cir. 2011); Romanosky & Acquisti, *supra* note 96, at 1078–79.} Even from a compensation perspective, this seems faulty: data subjects must bear the risk of harm until it materializes, rather than the data controller, which likely can avoid spills at lower cost and probably has better access to
insurance markets.\textsuperscript{99} And from a deterrence perspective, this outcome is entirely wrong: it enables data holders to evade liability regardless of the level of precautions that they take, since an adjudicating court will never reach even a negligence analysis. While public enforcement occurs irregularly, such as through the Federal Trade Commission, this is insufficient to create a realistic threat of costs to press data controllers to take proper security measures.\textsuperscript{100} Imposing something akin to strict liability for data spills is preferable: holding them liable for all proved harm would at least give data subjects the opportunity to prove loss, and the risk of punitive damages (even cabined by recent Supreme Court jurisprudence\textsuperscript{101}) would foster deterrence.

In contrast, pure privacy claims should be treated with far more caution. An example is the litigation—and, in European countries, potential prosecution—over Google Street View.\textsuperscript{102} As part of Google’s mapping of streets and roads, the company has captured imagery of private homes, people entering bars, and even people in states of undress.\textsuperscript{103} Google has faced potential civil and criminal liability for its actions, along with some level of opprobrium. Here, though, there are competing normative claims. Google is engaged in an activity that creates significant social benefit. The people whose travels, nakedness, and homes are made more public than expected have been relying on practical obscurity to protect their privacy. It is not obvious that Google’s claims must yield pride of place.

There are important policy questions embedded in this Article’s
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For example, at what level of fault or intent should liability be imposed for security breaches? The correct answer is likely to vary by industry, and perhaps even more granularly than that. There are at least two important factors. First, what fraction of the implementation costs does the potential defendant bear? Is it able to pass these expenses through to its customers at low transaction cost? A lower liability threshold might be appropriate where the holder of the data has a pecuniary incentive to shirk its duties. Second, is there any risk that this security problem is, in fact, a privacy problem? The data owner, for example, might have neglected security because doing so better enabled it to exploit the data. Here, too, liability at a lower threshold of fault or blameworthiness is useful as a channeling function: data owners should take up privacy fights directly, rather than using security as indirect means to attain their goals.104 These questions, while critical to successful implementation, are technical ones. They bear not on what ends are to be achieved, but rather on the mechanisms to achieve them.

V. CONCLUSION

Security and privacy can, and should, be treated as distinct concerns. Privacy discourse involves difficult normative decisions about competing claims to legitimate access to, use of, and alteration of information. It is about selecting among different philosophies and choosing how various rights and entitlements ought to be ordered. Security implements those choices—it mediates between information and privacy selections. Importantly, this approach argues that security failings should be penalized more readily, and more heavily, than privacy ones, because there are no competing moral claims to resolve and because security flaws make all parties worse off.

104 As one example, in 2011, Google began encrypting searches by users signed in to its services. The new search encryption prevents websites that users visited by clicking on a result from obtaining referrer data that reveal the terms that the users searched. However, Google still transmits referrer data when a user clicks an ad. Search engine optimization (SEO) firms objected to the first change, and some privacy advocates objected to continued transmission of referrer data with ads. The critique of Google was that it guised the change in security terms, while the major effect was to drive website owners onto the company’s search optimization tools and away from competing SEO firms. See Danny Sullivan, Google to Begin Encrypting Searches & Outbound Clicks by Default with SSL Search, SEARCH ENGINE LAND (Oct. 18, 2011, 2:09 PM), http://searchengineland.com/google-to-begin-encrypting-searches-outbound-clicks-by-default-97435.