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EXECUTIVE SUMMARY

Chicago has our nation’s most “extensive and integrated” network of government video surveillance cameras, according to former U.S. Homeland Security Secretary Michael Chertoff. While the City of Chicago is secretive about the number of cameras (as well as many other critical aspects of its camera program), the City does not dispute the repeated public reports that it has access to 10,000 publicly and privately owned cameras throughout the City. In the downtown district, virtually every segment of the public way is under video surveillance. These technologically sophisticated cameras have the power to automatically identify and track particular persons, and the capacity to magnify and make visible small details and objects at great distances.

Nevertheless, the City seeks to expand and enhance the level of surveillance. Mayor Daley has announced a plan to place a camera “on every corner” of the City. In the words of another top City official, the objective is to “cover one end of the city to the other.”

The American Civil Liberties Union of Illinois believes that Chicago does not need a camera on every sidewalk, on every block, in every neighborhood. Rather, our City needs to change course, before we awake to find that we cannot walk into a book store or a doctor’s office free from the government’s watchful eye.

We urge the City to order a moratorium on the expansion of the camera system. Then the City should initiate a thorough and open review of this surveillance system, including whether to reduce the number of cameras. Finally, for those cameras that remain, the City should implement new rules to safeguard individual privacy.

The ACLU hopes that this report – the first large-scale, independent analysis of Chicago’s camera system – will contribute to an informed public dialogue about the future of Chicago’s system of surveillance cameras.
Many of Chicago’s cameras are highly visible to the general public, like the more than 1,000 cameras with flashing blue lights installed by the Chicago Police Department. Many others are unmarked or invisible. Under a program known as “Operation Virtual Shield,” all of these public and private cameras are integrated together, and monitored by the City’s Office of Emergency Management and Communications (“OEMC”).

In addition to vast numbers and tight integration, Chicago’s cameras have three powerful and potentially invasive technologies:

- The cameras have a “pan-tilt-zoom” capacity, meaning operators can increase substantially the size of the captured images.

- The cameras have a “facial recognition” capacity, meaning a computer can automatically search for a particular person’s face.

- The cameras have an “automatic tracking” capacity, meaning a computer can automatically track a person or vehicle moving along the public way, jumping from one camera to the next.

All three of these technologies far exceed the powers of ordinary human observation, and dramatically increase the power of the government to watch the public.

The reach and expanse of the Chicago surveillance camera system also serves as a catalyst for other communities to expand their own systems. At least ten other Illinois communities have installed law enforcement video surveillance cameras. Although these systems are not as large, integrated, or powerful as Chicago’s network, other communities clearly are following Chicago’s lead.
B. THE PROBLEMS WITH CHICAGO’S SURVEILLANCE CAMERAS

Chicago’s camera network invades the freedom to be anonymous in public places, a key aspect of the fundamental American right to be left alone. For City residents, the personal habits of daily life are carried out on our streets and sidewalks. While earlier camera systems tracked only how some people spend some of their time in the public way, a camera on every corner – coupled with pan-tilt-zoom, facial recognition, and automatic tracking – results in government power to track how all people spend all of their time in the public way.

Each of us then will wonder whether the government is watching and recording us when we walk into a psychiatrist’s office, a reproductive health care center, a political meeting, a theater performance, or a book store. While the dystopia described by George Orwell in “1984” has not yet been realized, Chicago’s current 10,000 surveillance cameras are a significant step in this direction. And a camera “on every corner” would be an even greater step.

Further, Chicago’s growing camera network is part of an expanding culture of surveillance in America. Combined with other government surveillance technologies (such as seizure of phone, email, and credit card records, RFID chips, and GPS devices), cameras can turn our lives into open books for government scrutiny.

Moreover, Chicago’s camera network chills and deters lawful expressive activities protected by the First Amendment, like attending a political demonstration in the public way. Chicago has a long history of unlawful political surveillance, including the notorious “Red Squad” of the Chicago Police Department, which violated the rights of thousands of innocent people from the 1920s through the 1970s. Today, the Chicago police film political demonstrations, so long as the police believe they comply with the City’s nebulous requirement of a “proper law enforcement purpose.” Reasonable people will respond to past and present Chicago police practices by staying away from controversial events.

Chicago officials will not say whether any of its employees have been accused of abusing the camera system. Other cities have seen abuses from much less extensive camera systems. Male camera operators have ogled women. Sensitive images have been improperly disclosed – like the image of a person committing suicide, which was later posted to a violent pornography website. A study from England found that camera operators targeted black civilians, substantially out of proportion to both their suspicious conduct and their presence in the population being monitored.

Finally, it is important to consider what Chicagoans are not getting, because of
the more than $60 million that the City has spent on our nation’s largest and most integrated camera network. For example, these taxpayer funds might have helped fill the 1,000 vacancies in Chicago’s understaffed police force.

In light of these civil liberties and civil rights concerns, the ACLU opposes the unreviewed expansion of Chicago’s camera system, and the absence of critical privacy regulations, even if the camera system were proven to reduce crime. In any event, numerous studies by independent scholars have concluded that video surveillance cameras in fact do not reduce violent crime, and only in certain circumstances reduce property crime (such as in parking garages). While the City asserts that its cameras reduce crime, it has not supported this assertion with methodologically sound reports or underlying statistical data. Also, while the City asserts that its cameras have led to 4,500 arrests in the last 4 years, that is less than 1% of all the arrests during that time.

C. THE ACLU’S PROPOSALS

Given the many grave problems created by Chicago’s cameras, and the lack of proof that they are effective, the ACLU of Illinois offers the following proposals.

First, there should be a moratorium on the deployment of more cameras.

Second, during this moratorium, there should be a comprehensive review of the past, present, and future of Chicago’s surveillance camera system. This review should define the City’s objectives, consider all of the costs, and weigh all of the evidence about effectiveness. This review should be conducted in the open, and solicit the input of the general public. Perhaps most importantly, this review should consider whether to reduce the number of cameras in the City’s system.

Third, for the cameras that remain operational, there should be new safeguards to protect the privacy and other rights of the public. Specifically, the City should:

1. PAN-TILT-ZOOM (“PTZ”)

   a) Require individualized reasonable suspicion either of criminal activity or of a threat to public safety, before a camera operator uses the PTZ function to magnify the image of a particular person, or anything in his possession.

   b) Require individualized reasonable suspicion either of criminal activity or of a threat to public safety, before a camera operator uses the PTZ function to either aim a camera at activity protected by the First Amendment, or to magnify such activity.
c) Prohibit camera operators from considering race, national origin, ethnicity, religion, gender, sexual orientation, or sexual identity when deciding whether to use the PTZ function to aim a camera at a particular person, or to magnify the image of a particular person – except when there is a “look-out” order providing specific information linking a person with one of these demographic characteristics to a particular criminal incident.

2. FACIAL RECOGNITION AND AUTOMATIC TRACKING

Require probable cause either of criminal activity or of a threat to public safety, before using the camera system to perform facial recognition or automatic tracking of a particular individual.

3. RECORDING PRIVATE AREAS

Prohibit the use of cameras to record activities taking place in private areas, such as a private residence or business. (While a CPD training DVD states this rule, it does not currently appear in a written policy.)

4. RETENTION OF CAMERA IMAGES

Prohibit retention of cameras images (beyond a short period of time, such as 7 days), unless a supervisor determines that (1) there is reasonable suspicion that the images in question contain evidence of criminal activity, or (2) the images are relevant to an ongoing investigation or pending criminal trial.

5. DISSEMINATION OF CAMERA IMAGES

Prohibit dissemination of camera images to third parties, except that a supervisor can disseminate images:

a) To another governmental agency, if (1) there is reasonable suspicion that the images in question contain evidence of criminal activity, or (2) the images are relevant to an ongoing investigation or pending criminal trial.

b) To a criminal defendant, if the images in question are related to the pending charges.

6. PERIODIC AUDITS

Require:

a) An annual audit of the City's camera systems to identify and evaluate: (1) the effectiveness of the cameras at reducing crime or achieving some
other legitimate government purpose; (2) the impact of the cameras on the privacy and other civil rights and civil liberties of the general public; and (3) any misuse of the cameras, and the corrective action taken.

b) Public disclosure of such audits, including all electronic statistical data used to evaluate camera effectiveness.

7. PUBLIC NOTICE

Require:

a) Public notice and an opportunity to be heard prior to installation of any new cameras.

b) Public notice of the location of all cameras linked to the City’s camera network.

8. ENFORCEMENT

Require:

a) Supervisory review of camera operators to ensure their compliance with the rules herein, and any other rules regarding the City’s cameras that protect the privacy and other civil rights and civil liberties of the general public.

b) Investigation of all camera operators alleged to have violated such rules.

c) Discipline of all camera operators found to have violated such rules.

9. LINKED PRIVATE CAMERAS

As to all private sector cameras that are linked into the City’s camera network, apply all of the rules herein, and any other rules regarding the City’s cameras that protect the privacy and other civil rights and civil liberties of the general public.

10. TRAFFIC ENFORCEMENT CAMERAS

a) Pictures may be taken only while a traffic infraction is occurring.

b) Pictures may be taken only of the vehicle and license plate, and not of the face of the motorist or passengers.

c) Pictures may be used only for the enforcement of a traffic infraction.

d) Pictures shall be destroyed upon completion of the enforcement of a
traffic infraction.

e) Intersections with traffic enforcement cameras shall be clearly marked.

The ACLU of Illinois has investigated the nature, scope, capacity, and regulation of Chicago’s system of video surveillance cameras. The ACLU has reviewed the information in the public domain, including government records and media accounts. Moreover, the ACLU used the Illinois Freedom of Information Act (“FOIA”) to obtain records from the City, including policies, forms, a training DVD, reports regarding effectiveness, and contracts providing City access to private cameras. The law firm of Miller Shakman & Beem served as ACLU co-counsel in the administrative enforcement of this FOIA request. Unfortunately, the City refused to state whether it has additional policy and training records; refused to disclose any records concerning alleged misuse of the cameras, or even to state whether there have been such allegations; and did not disclose any electronic data, including the data underlying the effectiveness reports. The ACLU also used FOIA to obtain records from many other Illinois communities that use video surveillance cameras.

In March 2010, the ACLU repeatedly asked the City for permission to visit the Operations Center of the OEMC, in order to view and better understand the nerve center of the City’s camera system. Unfortunately, the City did not respond.

In April 2010, the ACLU sent the City a letter proposing the new regulations stated above. Again, the City did not respond.

This lack of transparency and unresponsiveness concerning a partially covert surveillance system bodes ill for the residents of Chicago, of whom 10,000 are ACLU members and supporters.
Part I of this report describes the nature, scope, and capacity of Chicago’s network of video surveillance cameras used for law enforcement and public safety purposes. Part II discusses such cameras in other Illinois communities. Part III sets forth the problems with such cameras, including invasion of the freedom to be anonymous, deterrence of free speech and assembly, misuse by government employees, and the squandering of scarce law enforcement resources. Part IV rebuts the assertion that Chicago’s cameras deter crime. Part V states and explains the ACLU’s proposals.

A. ACCESS TO 10,000 CAMERAS

The City of Chicago has access to a vast network of both public and private video surveillance cameras. Michael Chertoff, the former Secretary of the U.S. Department of Homeland Security, recently said, “I don’t think there is another city in the U.S. that has as an extensive and integrated camera network as Chicago has.” While the City will not confirm the total number of cameras in the network, it does not dispute the repeated reports that it has access to more than 10,000 cameras throughout the city. The City has built this vast camera network in less than ten years. The federal government has invested tens of millions of dollars in Chicago’s camera network.

This network has several critical parts. The Chicago Police Department (“CPD”) has placed cameras called “Police Observation Devices,” or “PODs,” throughout the city. Currently there are 1,260 PODs, according to a list on the CPD’s website. Many are highly visible to the public, because they are in boxes marked with the police logo and topped with blue flashing lights. Some newer PODs are smaller and “less overt,” according to the CPD. These newer PODs have blue lights that can be turned off, and can be placed in less obvious locations like rooftops.

The City also has access to cameras installed by other government bodies.
For example:

- The Chicago Public Schools ("CPS") have over 4,500 cameras inside and around their buildings.¹¹

- The Chicago Transit Authority ("CTA") has 1,800 cameras on its buses and at its train stations.¹² It plans to have more than 3,000 cameras in its train system by the end of 2010, with 20 cameras at each train station.¹³

- O'Hare airport has at least 1,000 cameras.¹⁴

- The McCormick Place Convention Center and Navy Pier each have hundreds of cameras.¹⁵

Many additional cameras are owned and operated by the Chicago Park District,¹⁶ Chicago Housing Authority,¹⁷ Millennium Park,¹⁸ and Midway Airport.¹⁹

In addition to these public cameras, Chicago has access to privately owned cameras used to secure at least eleven buildings, including the Willis Tower (formerly known as the Sears Tower), the Boeing building, and the John Hancock building.²⁰ Each private building presumably has large numbers of cameras aimed at adjoining streets and sidewalks. According to the City’s contracts with the buildings, the City may only access images from these private cameras in an emergency.²¹ The City continues to recruit private businesses to join the network.²²

**B. THE NETWORK: “OPERATION VIRTUAL SHIELD”**

All of the City’s various cameras, and many cameras of other public and private bodies, are linked together into a single system called “Operation Virtual Shield.”²³ This network is operated by a City agency known as the Office of Emergency Management and Communications ("OEMC").²⁴ As part of its disaster prevention and management function, the OEMC has a command center where all the Operation Virtual Shield cameras can be monitored.²⁵ As part of its function as the City’s 911 call center, the OEMC uses cameras at the scene of a call to provide information to the police officers being deployed to that scene.²⁶

Chicago Police Officers can view and operate the cameras at the CPD’s Crime Prevention Information Center, at local precinct station houses, and on computers in certain squad cars.²⁷

**C. PAN-TILT-ZOOM, FACIAL RECOGNITION, AND AUTOMATIC TRACKING**

Chicago’s system of video surveillance cameras has three powerful, sophisticated, cutting-edge technologies that raise serious civil liberties issues.
First, many of the City’s cameras have a pan-tilt-zoom function. That is, a camera operator can cause the camera to move left or right ("to pan"), to move up or down ("to tilt"), and to make the image larger or smaller ("to zoom"). For example, the police department’s PODs have this pan-tilt-zoom capacity. Surveillance cameras now used in other cities have a “zoom” function that is powerful enough to see an object less than an inch long from a distance of nearly 500 feet, or to read the text of a book. This power goes far beyond the ordinary human eye. City officials report that many Chicago cameras can “very clearly” read license plates, by zooming in by a factor of 32 times optically, or by a factor of 184 times digitally. Other Chicago cameras have a range of several blocks, and can record images in the dark.

Second, Chicago’s camera system is capable of facial recognition. Facial recognition uses computer software to reduce pictures of faces to a set of measurements, such as nose length, and then uses the measurements to find a matching picture of a face. The CTA’s new cameras capture high resolution images, zoom up to six times normal perspective, and are capable of facial recognition. These CTA cameras are part of the City’s Operation Virtual Shield network.

Third, Chicago’s camera system is capable of automatic tracking. That is, the camera system can automatically track where a particular person or vehicle is going or has been, following the person out of the range of one camera and into the range of the next camera. This automatic tracking function is part of the City’s larger system of “video analytics,” in which computers automatically search for images of interest to City officials, such as a vehicle bearing a particular license plate or having a particular color, or an unattended package. The power of automatic tracking, combined with the great density of cameras in downtown Chicago, is demonstrated by the CPD’s investigation of the 2009 gunshot death of the former school board president under a downtown bridge. The CPD watched his drive through the downtown area, with his vehicle jumping from one camera to the next. Doing so, the CPD determined that he was alone in his final moments, and thus that his death was a suicide. Anyone’s movements could be automatically tracked in the same way.

D. THE FUTURE

Chicago Mayor Richard M. Daley has stated that he wants a “camera on every corner”
of the City. He has predicted that by 2016: “We’ll have [cameras on] almost every block.” Ray Orozco, a former OEMC director, stated, “We’re going to grow the system until we eventually cover one end of the city to the other.”

The city also seeks to obtain more advanced technology, such as handheld devices to allow officers on the street to have access to the entire camera network.

E. ABSENCE OF REGULATION

Notwithstanding the massive number of cameras and their powerful technology, Chicago’s use of its extensive camera network is not adequately regulated. The ACLU believes there are several key areas without sufficient regulation, including: (1) the pan-tilt-zoom function, (2) the facial recognition function, (3) the automatic tracking function, and (4) retaining and disseminating images. Further, there are inadequate rules to ensure disclosure of critical information to the public, including camera locations, and adequate data indicating whether the cameras are effective. The need for new protections is fully discussed below. See infra Section V.

F. ABSENCE OF DEBATE AND DISCLOSURE

Chicago’s vast camera network was installed with very little public debate and public disclosure. The Chicago City Council has not held hearings on the surveillance program as a whole, or on the goals and objectives of the program. The City has not created a Blue Ribbon commission to study the benefits and costs of cameras, or sponsored “town hall” meetings in the neighborhoods to solicit community input. The camera program has marched forward, without pause or public consideration, based on decisions by a few top City officials.

The Chicago City Council has passed ordinances addressing only particular aspects of the cameras: cameras mounted on street sweepers, and access to private cameras and those owned by other government bodies. None of these ordinances address the full scope of the camera network, or provide meaningful regulations for the cameras’ use. Likewise, while individual Chicago aldermen have limited input regarding the placement of a small number of cameras within their wards, this is no substitute for an open discussion of whether to put up 10,000 or 20,000 cameras throughout Chicago.

Moreover, the City has not revealed basic information about the cameras, including: (1) the total number of cameras in Chicago’s network, (2) the particular location of a vast number of those cameras, (3) the total amount of money that the City has spent on these cameras, and from what sources, and (4) whether police officers or others with access to the cameras have been accused of abusing them. The City also has not disclosed data necessary to allow the public to independently evaluate whether the cameras are effective.
At least ten other Illinois communities have installed law enforcement video surveillance cameras, according to news reports and records disclosed to the ACLU pursuant to FOIA. In seven communities, as in Chicago, the cameras are actively monitored (meaning a person can review the images in real time), and have a pan-tilt-zoom capability. They are:

- Bellwood, in Cook County, with at least 40 cameras.\textsuperscript{46}
- Cicero, in Cook County, with 30 cameras at a price of $580,000.\textsuperscript{47}
- Columbia, in Monroe County, with 10 cameras.\textsuperscript{48}
- Evanston, in Cook County, with 6 cameras, and more going up soon.\textsuperscript{49}
- Maywood, in Cook County.\textsuperscript{50}
- Peoria, with dozens of cameras.\textsuperscript{51}
- Rockford, with 19 cameras at a price of $350,000.\textsuperscript{52}

Three Illinois communities have video surveillance cameras that are passively monitored (meaning a person can review the images only after the fact). They are:

- Durand, in Winnebago County.\textsuperscript{53}
- Loves Park, in Winnebago County.\textsuperscript{54}
- Springfield, with 12 cameras at a price of $111,000.\textsuperscript{55}

At least two more Illinois communities are now considering the installation of video surveillance cameras: River Forest and Forest Park, in Cook County.\textsuperscript{56}

These camera programs are largely unregulated, as in Chicago. Cameras are likely to expand to more Illinois communities. Nonetheless, given the sheer scale and sophistication of Chicago’s camera network, Chicago will surely remain the leader.
III. THE PROBLEMS WITH SURVEILLANCE CAMERAS

Video surveillance cameras operated by or otherwise accessible to government can (a) invade the freedom to be anonymous in public places, (b) chill and deter freedom of speech, association, and assembly, (c) be misused by government employees, and (d) divert scarce law enforcement resources away from more effective safety measures.

A. FREEDOM TO BE ANONYMOUS

Chicago's Mayor has justified the video surveillance cameras by saying, “We’re not inside your home or your business. The city owns the sidewalks. We own the streets and we own the alleys.” But for city dwellers, the personal habits of daily life are carried out on our streets and sidewalks. Chicago is heading toward a video surveillance camera “on every corner” across the City, in the words of the Mayor. While earlier camera systems could track only how some people spend some of their time in the public way, a camera on every corner, coupled with facial recognition and automatic tracking, would result in the government's ability to track how all people spend all of their time in the public way. With a camera on every corner, city dwellers must wonder whether they are being watched by the government all the time – when they walk into a psychiatrist's office, a reproductive health care center, a political meeting, a theater performance, or a book store.

In the novel “1984,” George Orwell imagined a world where the government could track every moment of its citizens’ lives, leading to severe social repression. Although that dystopia has not been realized, Chicago's current 10,000 surveillance cameras are a significant step in that direction, and the proposal of a camera on every corner would be an even greater step. The concentration of vast amounts of information regarding each citizen’s daily life can facilitate invasions of individual liberty.

Federal appellate court judges are now debating the proper degree of constitutional protection for individuals from a different but equally invasive surveillance technology: Global Positioning System (“GPS”) tracking devices secretly placed by police on a person's vehicle for weeks at a time. Here are the words of Judge Douglas Ginsberg, which are as relevant to our City’s surveillance camera system as they are to the GPS device he was reviewing:

A person who knows all of another's travels can deduce whether he is a weekly church goer, a heavy drinker, a regular at the gym, an unfaithful husband, an outpatient receiving medical treatment, an associate of
particular individuals or political groups – and not just one such fact about a person, but all such facts.\textsuperscript{58}

Likewise, according to Judge Alex Kozinski:

\textit{[T]here's no hiding from the all-seeing network of GPS satellites that hover overhead, which never sleep, never blink, never get confused and never lose attention... [T]hese two technologies alone [GPS tracking coupled with cell phone tracking] can provide law enforcement with a swift, efficient, silent, invisible and cheap way of tracking the movements of virtually any one and everyone they choose.\textsuperscript{59}}

Both jurists concluded that prolonged and secret GPS tracking by government is a search that requires a warrant from a judge, though other jurists have reached the opposite conclusion.\textsuperscript{60} A government camera on every corner, with the capacity to automatically track the daily goings and comings of an unlimited number of people, is at least as dangerous to individual privacy as the GPS tracking in these cases.

The government has many more sources of personal information, beyond the cameras. For example, the OEMC and the CPD have access to numerous government databases containing sensitive information about members of the public.\textsuperscript{61} Further, the government often has the power to seize our phone, email, and credit card records. More technologies are emerging, such as face and eye scans, and radio frequency identification (“RFID”) tags. Over time, we run the risk that cameras in combination with other technologies will turn our lives into open books to government scrutiny.

\textbf{B. THE CHILL ON FIRST AMENDMENT RIGHTS}

Chicago has a long history of unlawful political surveillance of its residents and visitors.\textsuperscript{62} From the 1920s through the 1970s, the Chicago Police Department’s notorious “Red Squad” spied on and maintained dossiers about thousands of law-abiding individuals and groups, even going as far as to infiltrate the meetings and memberships of political and civil rights organizations. The ACLU and many other groups sued, and eventually came to a settlement with the City. That agreement regulated the City's collection of information about people based on their First Amendment activity, such as joining a political or civil rights group, or marching in a parade. Unfortunately, these regulations were lightened in 2001, and lifted in 2009.

Today, the City allows its police officers to collect information about a person’s lawful political or social activities, without any meaningful restraint. For example, the City allows police to film activities protected by the First Amendment – even marching in a political demonstration – so long as the police believe they comply
with the City's nebulous requirement of a “proper law enforcement purpose.” Given the widespread and sophisticated nature of the cameras, and the City's history of abusive political spying, many people in Chicago may be afraid to join in First Amendment activity in public places, because they fear they will be watched, and that their expressive activity will be documented in government files.

C. EMPLOYEE MISUSE IN OTHER CITIES

It is not publicly known whether Chicago police or other City employees have been accused of abusing the cameras, because the City refused to disclose this information to the ACLU pursuant to FOIA. Camera abuses have occurred in other cities, including: (1) improper focus on other people's bodies; (2) improper disclosure of sensitive images; and (3) discriminatory surveillance.

1. Improper focus on a person's body

In England, which has a very large number of cameras, one study reviewed 592 hours of camera monitoring by government officials, which involved targeted surveillance of 888 civilians. The researchers found that 10% of surveillance of women which lasted for more than one minute, and 15% of surveillance of women for shorter periods, was voyeuristic.

In 2001, a journalist described the atmosphere in a camera control room in Great Britain:

During my time in the control room, from 9 p.m. to midnight, I experienced firsthand a phenomenon that critics of CCTV [closed circuit television] surveillance have often described: when you put a group of bored, unsupervised men in front of live video screens and allow them to zoom in on whatever happens to catch their eyes, they tend to spend a fair amount of time leering at women.

He also observed that in one station, camera operators printed pictures of women with large breasts, and taped them to the wall. In 2007, a police supervisor in Worcester, England, was suspended after improperly manipulating surveillance cameras to focus in on women's breasts and buttocks.

There have been reports of similar camera abuses by government officials in the United States. In 2005, a San Francisco police officer was suspended for nine months after he used the airport's monitoring equipment for three hours to zoom in on women's breasts and buttocks. In 2003, an Alabama state trooper used a normally stationary traffic camera to zoom in on several women's breasts and buttocks. In 2004, a former NYPD officer alleged that other officers used city cameras to ogle women. Cameras in the United States have similarly been abused by private security officers.
2. Improper release of video

A government video surveillance camera monitoring public housing in the Bronx recorded a young man committing suicide in a public area. A police officer emailed this recording to his friend. The recording later was posted on a website dedicated to pornography. Other government officials also have improperly disclosed sensitive images captured by video surveillance cameras.

3. Racial disparate impact

There is an inherent danger that conscious or unconscious bias will cause some government officials who use surveillance cameras to focus disproportionately on racial minorities. Indeed, in Chicago’s training DVD for officers using the surveillance cameras, only racial minorities are presented as the targets of surveillance.

In the aforementioned study in England of 592 hours of camera monitoring, the researchers found that black people were between 1.5 and 2.5 times more likely to be watched than one would expect from their presence in the population being monitored. Further, black people were disproportionately placed under such surveillance for “no obvious reason” – 68% of all surveillance of blacks, compared to 35% of all surveillance of whites. Thus, the disparately high surveillance of black people was not based on the observed behavior of black people. Indeed, while black people accounted for 32% of targeted surveillance, they accounted for only 9% of those arrested.

D. OPPORTUNITY COSTS

The City of Chicago has declined to state the total cost of its camera network. However, publicly available information shows the expenditure of at least $60 million on Chicago’s cameras. For example:

- The Chicago Police Department’s POD cameras probably cost at least $10 million to install. There are 1,260 PODs, according to a City website. Each first generation POD cost $22,000 (including a $7,000 control panel), and each fourth generation POD cost $6,000.

- The Chicago Transit Authority is spending $43 million on its cameras.


- Chicago’s Navy Pier spent $4.2 million on its camera system in 2009.
Meanwhile, the ranks of Chicago police officers on the street are dropping due to a lack of funding. There will soon be 1,000 vacancies in the Chicago police force, not including the 1,000 officers out on leave. In addition, the City has dramatically cut its investment in community policing, known as “CAPS” or the Chicago Alternative Policing Strategy. In August 2009, the CPD stopped paying officers overtime to attend beat meetings or CAPS events when they were off shift. The CPD also cut the CAPS budget from $6.6 million to $5.3 million, and reduced the number of CAPS employees from 72 to 54.

Yet many violent crimes are solved by old-fashioned community input, which is fostered by community policing, and not by cutting-edge technology. In 2008, ten-year-old Nequiel Fowler was shot in an alley while she was tying her blind sister’s shoes. The shooters were outside the range of several cameras located near the scene. According to Alderman John Pope (10th Ward), “Information from neighbors was the key.”

Likewise, in New York City’s Times Square on May 1, 2010, community input – not that City’s expansive video surveillance camera network – provided the first tip about a suspicious car, later found to contain a homemade bomb. The police were informed by two sidewalk vendors, who had established relationships with the local police. One of the two vendors later explained: “we know the cops here by first name – we have their cell numbers.”

Moreover, studies have shown that improved street lighting reduces crime. In comparison, most studies on the effectiveness of cameras don’t show a decrease in most crimes. See infra Part IV. Recently, a community group in the Rogers Park neighborhood of Chicago, charged by the local Alderman with creating proposals for spending certain government funds in the ward, voted that the money be spent on lighting instead of cameras.

In sum, every dollar that Chicago spends on cameras is a dollar that cannot be spent on more effective safety measures, like police manpower, community policing, and improved street lighting.
DO CAMERAS DETER CRIME?

In light of the civil rights and civil liberties concerns discussed above – the invasion of privacy, the chilling of speech and assembly, the voyeuristic use, and the racial disparate impact – the ACLU opposes the unreviewed expansion of Chicago’s camera system, and the absence of critical privacy regulations, even if the cameras were proven to have some meaningful effect on crime. Some law enforcement techniques are too costly in terms of individual liberties, even if they provide some measure of effectiveness.

In any event, numerous studies by independent scholars have concluded that video surveillance cameras in fact do not reduce violent crime, and only in certain circumstances reduce property crime (such as in parking garages). For example:

- A 2008 study of Los Angeles’ cameras, by the University of Southern California (“USC”), found no statistically significant impact on violent crime, property crime, or quality of life crime (such as prostitution or public drunkenness).93

- A 2009 study of San Francisco’s cameras, by the University of California at Berkeley, found no statistically significant impact on violent crime, drug crime, or quality of life crime, and some impact on property crime.94

- A 2005 review of 13 studies in England found no statistically significant impact on violent crime, and a statistically significant reduction in property crime in only two of the thirteen locations studied, one of which was a parking lot.95

- A 2008 review by USC of 44 studies in the United States and abroad concluded that none of the domestic studies found a statistically significant impact on crime, and that any impact found in foreign studies was limited to property crime.96

Thus, John Firman of the International Association of Chiefs of Police stated in 2006: “While we think cameras are effective when they are used for investigation, arrest and prosecution, whether it works for prevention is difficult to measure. . . . There’s too many variables.”97

Nonetheless, the City of Chicago repeatedly has claimed that its camera network effectively deters all manner of crimes.98 However, when the ACLU pursuant to FOIA probed the City’s effectiveness assertions, the City was unable to locate any records that supported its specific public assertions of camera effectiveness. Thus, it is impossible to evaluate whether the City’s conclusory and self-serving
assertions are statistically sound (including whether there were fair control
groups and a sufficiently large sample), and whether the cameras merely displaced
crime to adjacent areas.

The City did disclose to the ACLU three studies, previously unpublished, purporting
to show that the CPD’s POD cameras reduce crime.99 Two were internal reports.
All three have serious methodological flaws. First, none account for the likelihood
that a reduction in crime near the cameras was caused by police actions other
than the cameras. Yet the City’s camera policies themselves mandate new law
enforcement initiatives near the cameras when installed.100 Second, two of the
studies do not consider that cameras simply displace crime to adjacent corners,
rather than reduce crime overall.101 Indeed, one of these studies conceded that it
“did not examine whether crime was displaced to other areas or indoors due to
the placement of the POD.”102 Third, one study, faced with a data set showing no
statistically significant decrease in crime within eight weeks of camera installation,
made the methodologically dubious decision to drop two so-called “outlier” cameras,
thereby creating the appearance of a decrease in crime.103 Further, the City would
not release the studies’ underlying electronic data, preventing an independent
review of the supposed findings.*

Finally, the City asserts that its camera network led to 4,500 arrests in the 4 years
from 2006 through May 2010.104 This is less than 1% of the 646,255 CPD arrests in
just the three years from 2006 through 2008.105 Further, it appears that most of the
10,000 cameras in the City’s network have not yielded an arrest. Yet each camera
costs tens of thousands of dollars to install, maintain, and monitor. Moreover,
while cameras have helped to identify suspects in some terrorism cases, like the
2005 London bombing,106 the cameras did not prevent the attacks.

In sum, any marginal benefit of Chicago’s cameras is far outweighed by the
substantial costs discussed above. See supra Part III.

* The Urban Institute is currently conducting a study of the effectiveness of Chicago’s cameras. Preliminary
reports suggest that the Urban Institute found that cameras reduced crime in the Humboldt Park neighborhood,
Neither the full report nor the underlying data are yet public. At this point, the unreleased work of the Urban
Institute sheds little light.
The ACLU has three proposals regarding Chicago’s cameras.

**A. A MORATORIUM ON NEW CAMERAS**

There should be a moratorium on the deployment of more cameras.

**B. ON OPEN AND THOROUGH REVIEW**

During this moratorium, there should be a comprehensive review of the past, present, and future of Chicago’s surveillance camera system. This review should define the City’s objectives, consider all of the costs, and weigh all of the evidence about effectiveness. This review should be conducted in the open, and solicit the input of the general public. Perhaps most importantly, this review should consider whether to reduce the number of cameras in the City’s video surveillance system.

**C. REGULATION OF THE REMAINING CAMERAS.**

During this moratorium, and as to all cameras left up after the completion of the review, the City should promulgate and enforce new regulations to protect the civil liberties and civil rights of the general public, as set forth below. These regulations have been adopted in other big American cities, and are contained in Model Legislation endorsed by former FBI Director William S. Sessions. ¹⁰⁷

1. *Pan-tilt-zoom (“PTZ”)*

Many Chicago cameras have a PTZ function, allowing camera operators to aim the cameras at particular members of the public, and to see small things at great distances. A CPD rule provides a low threshold – a “proper law enforcement purpose” – before filming activities protected by the First Amendment, like demonstrations, and political or religious gatherings.¹⁰⁸ Also, an OEMC rule, in the particular context of dispatcher responses to incoming 911 calls, prohibits camera use for “unrelated work purposes.”¹⁰⁹ The ACLU is not aware of any other CPD or OEMC rules, and the City disclosed none in response to a FOIA request, that limit PTZ use, including CPD use of PTZ to target activity that is not expressive, and OEMC use of PTZ to target activity outside the context of dispatcher responses to 911 calls.

The PTZ function of a video surveillance camera is a powerful means for law enforcement personnel to closely monitor what individual members of the public are doing in public places. Without proper regulation, discretion to select persons
for PTZ scrutiny carries the inherent danger of abuse. As described above, in other communities, there have been reports of law enforcement personnel ogling members of the public, and improperly targeting racial minorities. See supra Part III(C).

To address these dangers, police departments in other communities have adopted appropriate regulations. Pittsburgh prohibits PTZ magnification in the absence of reasonable suspicion, and the Model Legislation recommends this policy.110 Washington, D.C., and Salt Lake City prohibit PTZ aiming at or magnification of activities protected by the First Amendment without reasonable suspicion.111 Denver and Pittsburgh prohibit discriminatory PTZ use, and the Model Legislation recommends this policy.112

Chicago needs such regulations. The absence of any general standard, and the amorphous standard for activities protected by the First Amendment – “proper law enforcement purpose” – result in officers having excessive discretion to choose which civilians to scrutinize in the absence of any individualized suspicion of criminal conduct. Further, it provides supervisors with insufficient criteria to measure whether officers are properly choosing which civilians to scrutinize. Accordingly, the City of Chicago should adopt a rule:

a) Requiring individualized reasonable suspicion either of criminal activity or of a threat to public safety, before a camera operator uses the PTZ function to magnify the image of a particular person, or anything in his possession.

b) Requiring individualized reasonable suspicion either of criminal activity or of a threat to public safety, before a camera operator uses the PTZ function to either aim a camera at activity protected by the First Amendment, or to magnify the image of such activity.

c) Prohibiting camera operators from considering race, national origin, ethnicity, religion, gender, sexual orientation, or sexual identity when deciding whether to use the PTZ function to aim a camera at a particular person, or to magnify the image of a particular person – except when there is a “look-out” order providing specific information linking a person with one of these demographic characteristics to a particular criminal incident.

2. Facial recognition and tracking

The City of Chicago’s camera network has the capacity to facially recognize and automatically track particular individuals. The ACLU is not aware of any CPD or OEMC rules specifically addressing these functions, and the City disclosed none pursuant to a FOIA request.

Facial recognition and automatic tracking go far beyond the powers of ordinary
human observation, and are highly invasive of privacy. To address this issue, New York City prohibits facial recognition technology in all circumstances. Also, Pittsburgh requires probable cause for facial recognition and automatic tracking, and the Model Legislation recommends that approach. Notably, Judges Ginsburg and Kozinski would require a judicial warrant before allowing police to secretly place a GPS tracking device on someone’s car for an extended period.

Accordingly, the City of Chicago should adopt a rule requiring probable cause either of criminal activity or of a threat to public safety, before using the camera system to facially recognize or automatically track a particular individual.

3. Recording private areas

The City of Chicago’s cameras have the technological capacity to be aimed into private places, like homes, and to magnify the people, things, and occurrences therein. The CPD’s training DVD states that cameras should not be directed towards private places. However, to the best of the ACLU’s knowledge, this prohibition has not been formally incorporated in any CPD or OEMC written policy.

Government officials cannot lawfully aim sensory enhancing technologies into private places in the absence of individualized suspicion. In other communities, there have been reports of law enforcement personnel improperly aiming cameras into private residences. To prevent such abuse, other cities have adopted explicit written policies on this point, including Denver, New York City, Pittsburgh, Salt Lake City, San Francisco, and Washington, DC. Likewise, a police officer or supervisor in Chicago who seeks guidance on this question should be able to find the answer in a formal written policy.

Accordingly, the City of Chicago should adopt a formal, written rule prohibiting the use of cameras to record activities taking place in private areas, such as a private residence or business.

4. Retention of camera images

The City of Chicago’s camera system has the technological capacity to indefinitely retain for lengthy periods of time a virtually unlimited quantity of captured images of persons going about their business in public places. The OEMC apparently has no current policy limiting the duration of image retention. As to the CPD’s POD cameras, camera images are destroyed within 3 or 15 days (depending upon the type of camera), unless an officer requests retrieval. This CPD policy provides no criminal predicate to limit officer discretion to retrieve and retain camera images, and no supervisory review of the exercise of that discretion.

Camera images document sensitive information about members of the public,
including who a person has been with, and where a person has been (such as a psychiatrist’s office, a political demonstration, or a reproductive health care facility). There is the inherent danger of accidental or wrongful disclosure of retained camera images capturing such sensitive information. Thus, the images should be destroyed after a brief period, unless there is sufficient cause to retain them. The Model Legislation recommends a reasonable suspicion standard, determined by a supervisor, for retaining camera images.121

Accordingly, the City of Chicago should adopt a rule providing that camera images will not be retained beyond a short period of time (such as 7 days), unless a supervisor determines that (1) there is reasonable suspicion that the images in question contain evidence of criminal activity, or (2) the images are relevant to an ongoing investigation or pending criminal trial.

5. Dissemination of camera images

The City of Chicago’s camera system has the technological capacity to broadly disseminate captured images of persons in public places. To the best of the ACLU’s knowledge, the City of Chicago has not adopted a limit on such dissemination.

Again, camera images document sensitive information. In other communities, there have been reports of law enforcement personnel improperly disclosing camera images. See supra Part III(C). To address this danger, other cities have adopted restraints on disclosing camera images, including New York City, Pittsburgh, and San Francisco, and the Model Legislation recommends such a policy.122

Accordingly, the City of Chicago should adopt a rule prohibiting dissemination of camera images to third parties, except that a supervisor can disseminate images:

a) To another governmental agency, if (1) there is reasonable suspicion that the images in question contain evidence of criminal activity, or (2) the images are relevant to an ongoing investigation or pending criminal trial.

b) To a criminal defendant, if the images in question are related to the pending charges.

6. Periodic audits

A CPD policy requires collection of camera effectiveness data, and review of that data by district commanders, the deputy superintendent for crime strategy, and other CPD executives.123 However, to the best of the ACLU’s knowledge, there is no similar OEMC policy, no periodic audits of camera effectiveness and other camera issues, and no disclosure of such audits and underlying information to the general public.
Camera audits and public disclosures would advance a healthy public dialogue regarding the cameras. Effectiveness data is already being collected, so its public disclosure should impose little new administrative cost. Other communities, including New York and Washington, DC, mandate periodic audits of camera effectiveness and/or compliance with policy,\textsuperscript{124} and provide public access to information in the audits.\textsuperscript{125} The Model Legislation recommends both actions.\textsuperscript{126}

Accordingly, Chicago should adopt a rule requiring:

a) An annual audit of the City's camera systems to identify and evaluate:
   (1) the effectiveness of the cameras at reducing crime or achieving some other legitimate government purpose; (2) the impact of the cameras on the privacy and other civil rights and civil liberties of the general public; and (3) any misuse of the cameras, and the corrective action taken.

b) Public disclosure of such audits, including all electronic statistical data used to evaluate camera effectiveness.

7. Public notice

The CPD publicly discloses the location of many of its cameras, by means of its Internet website, and by flashing lights on many of its cameras. However, to the best of the ACLU's knowledge, there is no public disclosure of the location of most of the other cameras linked to the City's camera network. Moreover, the public generally does not have notice and an opportunity to be heard prior to the installation of new cameras.
Members of the public should have input regarding installation of new cameras in their own neighborhoods. Thus, other communities require community notification prior to installation, and the Model Legislation recommends this policy. Further, members of the public should have notice of camera locations, so they can choose to protect their privacy by refraining from activities they do not want other people to watch while in the vicinity of a camera. Thus, other communities mandate disclosure of camera locations, by means of signs and/or the Internet, and the Model Legislation recommends this policy.

Accordingly, the City of Chicago should adopt a rule requiring:

a) Public notice and an opportunity to be heard prior to installation of any new cameras.

b) Public notice of the location of all cameras linked to the City’s camera network.

8. Enforcement

To the best of the ACLU’s knowledge, the CPD and the OEMC have no specific rules regarding enforcement of camera privacy policies. Enforcement is necessary to ensure that camera privacy policies have teeth. Pittsburgh’s camera policy mandates investigation of alleged camera misuse, and punishment of camera misuse, and the Model Legislation recommends this policy.

Accordingly, the City of Chicago should adopt a rule requiring:

a) Supervisory review of camera operators to ensure their compliance with the rules herein, and any other rules regarding the City’s cameras that protect the privacy and other civil rights and civil liberties of the general public.

b) Investigation of all camera operators alleged to have violated such rules.

c) Discipline of all camera operators found to have violated such rules.

9. Linked private cameras

The City of Chicago’s camera system is linked to many privately owned cameras. See supra Part I(A). The City’s use of these private cameras should be subject to the City’s camera privacy policies. However, the City’s contracts regarding access to private cameras do not specifically provide that the City’s camera privacy policies govern the City’s use of private cameras. Other communities that network with private cameras have adopted such a rule, and the Model Legislation recommends this policy.
Accordingly, the City of Chicago should adopt a rule providing that all private cameras that are linked into the City’s camera network are subject to the rules herein, and any other rules regarding the City’s cameras that protect the privacy and other civil rights and civil liberties of the general public.

10. Traffic enforcement cameras

In addition to the law enforcement and public safety surveillance cameras discussed throughout this report, the City of Chicago has also installed a system of traffic enforcement cameras. As far as the ACLU knows, the City has not promulgated rules that protect the privacy of motorists photographed by these cameras. The State of Washington has enacted a statute with appropriate privacy rules.

Accordingly, with respect to these traffic cameras, the City of Chicago should adopt rules providing that:

a) Pictures may be taken only while a traffic infraction is occurring.

b) Pictures may be taken only of the vehicle and license plate, and not of the face of the motorist or passengers.

c) Pictures may be used only for the enforcement of a traffic infraction.

d) Pictures shall be destroyed upon completion of the enforcement of a traffic infraction.

e) Intersections with traffic enforcement cameras shall be clearly marked.
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128Denver Policy, supra note 112, at § 119.01(9)(b); NYC Policy, supra note 113, at Part III(C); Pittsburgh Policy, supra note 110, at § 686.01; San Francisco Policy, supra note 119, at § 19.5(c); D.C. Policy, supra note 111, at § 2502.7. See also Model Legislation, supra note 107, at § 332(a)–(b).

129Pittsburgh Policy, supra note 110, at § 689.01. See also Model Legislation, supra note 107, at § 328(a).

130Pittsburgh Policy, supra note 110, at § 686.02; D.C. Policy, supra note 111, at § 2501.9. See also Model Legislation, supra note 107, at § 333.
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